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Coherence Bandwidth of Rice Channels for
Millimeter Wave and Sub-Terahertz Applications
Werner Mohr

Abstract: 6G research in the millimeter wave and sub-Terahertz
domain is targeting very wideband systems with significantly
higher data throughput than for 5G systems. Multipath propaga-
tion under shadowing conditions is affecting radio propagation,
wheremultipath propagation results in frequency-selective fading,
which is characterized by the coherence bandwidth and the time
variation by the coherence time. In these frequency ranges shad-
owing canbeovercomeby additionalmeans in thenetworkdeploy-
ment such as reflectors, RIS arrays or repeaters, which provide at
the receiver a channel impulse response with a strong component
(Rice type channel). Coherence bandwidth and coherence time
are well-known for Rayleigh channels. However, both parameters
for Rice channels versus the Rice factor K ′ are not available.
This paper is investigating the coherence bandwidth and time for
Rice channels based on an approximative approach for the fading
statistics. With the proposed correlation criterion, the coherence
bandwidth and time tend to infinity from a Rice factor around
K ′ ≥ 4=̂6 dB. These relations are provided by approximative
functions forK ′ ≥ 0 starting at the Rayleigh channel.

Keywords: Coherence bandwidth, coherence time, Rayleigh
channel, rice channel.

1. Introduction

6G (sixth generation of mobile communication) is targeting high
aggregated carrier throughput rates in the order of several hundred
Gbit/s or up to aTerabit/s (e.g., [1]), which requires verywideband
radio channels. Such wide carrier bandwidth will only be available
in the millimeter wave or sub-Terahertz domain. Pathloss in these
frequency ranges is very high, because additional effects of atmo-
spheric, rain and foliage attenuation need to be considered. Radio
propagation is interrupted by obstacles or shadowing ([2] to [5]).
In addition, multipath propagation needs to be considered, where
the amplitude statistics of the received signal can be described in
caseswithout a strong component in the channel impulse response
by a Rayleigh distribution or in cases with a strong component by
a Rice distribution ([5] to [7]).

Under shadowing conditions, usually a Rayleigh channel can
be expected. If by additional technical means like reflectors, RIS
arrays (Reconfigurable Intelligent Surfaces) or repeaters a strong
component in the channel impulse response is created to shape the
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radio channel [8] in order to increase the received power compared
to theRayleigh channel, the channel can be characterized by aRice
channel.

Multipath propagation results in frequency-selective fading,
where for certain frequencies in the channel transfer function deep
fades may occur. The frequency-selectivity is characterized by the
channel coherence bandwidth. For very wideband systems and
delays in the channel impulse response, which are significantly
bigger than the signal symbol duration, a huge channel equaliza-
tion effort at the receiver is required. Therefore, a big coherence
bandwidth is desired.

This paper is investigating the coherence bandwidth of Rice
channels and especially its relation to theRice factorK ′ to increase
the coherence bandwidth compared to a Rayleigh channel under
similar propagation conditions but without additional technical
means (reflectors, RIS or repeaters).

Section 2 is describing the interference scenario and the signal
model, Section 3 provides the approach to calculate the channel
coherence bandwidth with the envelope correlation function and
Section 4 is calculating/estimating the coherence bandwidth and
coherence time ofRayleigh andRice channels. Results are summa-
rized in Section 5.

2. Interference Scenario and Signal Model

2.1. Channel Impulse Response for Multipath
Propagation

The multipath propagation scenario between the transmitter and
receiver of user k is shown in Figure 1. The different I multipath
components may be caused by reflecting areas R1 to RI like walls,
metallic reflectors, RIS arrays or repeaters. In general, there is also
a direct component between transmitter and receiver or a strong
component under shadowing conditions, which is enforced by
metallic reflectors,RIS arrays or repeaters [8].The channel impulse
response follows in (1).

hmp (t) = hs · δ(t) +
I∑
i=1

hr,i · δ(t − τi) (1)

In the following it is assumed that the direct or strong compo-
nent hs occurs at the beginning of the channel impulse response
at relative delay τ = 0. If a RIS is applied as a reflecting area,
eachmultipath component hr,i comprisesM ·N sub-components
from the reflection of each RIS element, which may add a slightly
different delay ΔτRIS,i,m,n,k. In the following it is assumed that all
involved RIS arrays may have the same sizeM · N . It is assumed
that the different RIS elements are electromagnetically mutually
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Figure 1.
General multipath propagation scenario between transmitter and
receiver of user k.

Figure 2.
Propagation scenario for RIS array Ri between transmitter and
receiver of user k.

independent from each other for a spacing ≥ λ/2 (λ wavelength)
like for antenna arrays [9], pp. 254.

Figure 2 is describing the propagation scenario for a RIS
array Ri . The reflection coefficient or Radar cross section
ϱ(material, ϕi , ϕr)i,m,n,k of each RIS element is changing –
depending on the material – the amplitude and angle ϕr of the
reflected wave in relation to the amplitude and angle ϕi of the
incomingwave. ARIS array shows some beamforming capabilities
to direct the outgoing wave to a specific direction.

The sum of all contributions htr,i,k (t) via a RIS array Ri is
given in (2) with the contributions htR,i,m,n and delay τtR,i,m,n
from the transmitter to RIS element i, m, n and hRr,i,m,n,k and
delay τRr,i,m,n,k from theRIS element i, m, n to the receiver of user
k and a RIS element internal delayΔτi,m,n,k.

htr,i,k (t) =
M∑
m=1

N∑
n=1

{htR,i,m,n · ϱ(material, ϕi , ϕr)i,m,n,k

· hRr,i,m,n,k · δ(t − τtR,i,m,n − Δτi,m,n,k − τRr,i,m,n,k)}

≈ hr,i · δ(t − τi) (2)

Due to the rather small physical RIS size compared to the
distance between transmitter and receiver the delay differences
between the different RIS elements do not result in a significant

frequency dependency. The RIS elements can be used for beam
steering towards a specific direction.

However, the entire impulse response htr,k (t) between trans-
mitter and receiver of user k follows as the sum of all I multipath
components plus the direct component in (3).

htr,k (t) = hs,k · δ(t) +
I∑
i=1

M∑
m=1

N∑
n=1

{htR,i,m,n

· ϱ(material, ϕi , ϕr)i,m,n,k · hRr,i,m,n,k
· δ(t − τtR,i,m,n − Δτi,m,n,k − τRr,i,m,n,k)}

≈ hs · δ(t) +
I∑
i=1

hr,i · δ(t − τi) (3)

In general, the bigger delay differences between the different
I multipath components remain, which are responsible for the
frequency dependency of the RIS transmission [10] which is sensi-
tive to the user location.

If beam steering in the RIS system by appropriate outgoing
angles of reflected waves is applied, a strong multipath compo-
nent towards user k may be created by avoiding additional
strong components, which is reducing the frequency dependency.
However, these reflected waves in other directionsmay cause inter-
ference or strong frequency dependency for other users.

2.2. Signal Model to Derive the Coherence
Bandwidth of the Rice Channel

The applied signal model for the Rice channel is based on [11],
pp. 45. In the following the channel impulse response with a
dominant component is described by (1). If the number of arriving
partial waves I → ∞, (1) is replaced by (4).

hRice,mp (t) = hs · δ(t) + h(t) (4)

hs · δ(t) corresponds to the dominant component and h(t)
describes the scattering part frommany different sources.

With the notation in [11], pp. 13 the transmitted signal is
described in (5) with the E-field component in z-direction.

st (t) = Ez,0 · cos(ω0 · t) (5)

The received signal sr (t) is affected by Doppler shift ωd,j
versus different angles of arrival ϑj and wavelength λ or frequency
f , speed of light c0 and mobile speed υ [11], p. 20.

β =
2π
λ

=
2π · f
c0

=
ω
c0

ωd,j =
2π
λ

· υ · cos ϑj (6)

At each Doppler shift ωd,j corresponding to ±ϑj signals with
different delay τj,i may occur or at each delay τj,i partial waves with
different Doppler shift ωd,j are received.

With these considerations the received signal is described as
the sumof all differentwave components versusDoppler shiftωd,0
of the dominant component and versus delay τj,i andDoppler shift
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ωd,j for the scattering part with the amplitude coefficientsC0,0 and
Cj,i with I and J → ∞.

Ez (ω, t) = Ez,0 · C0,0 · cos(ω · t + ωd,0 · t)

+ Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i · cos(ω · t + ωd,j · t − ω · τj,i)

(7)

The amplitude coefficients are defined via the square root of
the received power normalized to the transmitted power, which
corresponds to the pathloss. With the receiver antenna azimuth
diagram G(ϑ) and the received power P (ϑ0, τs) of the dominant
component and the fraction of received power p(ϑj , τj,i) within
dϑ dτ for the scattered part the coefficients C0,0 and Cj,i can also
be interpreted as the amplitudes of the channel impulse response
of the partial waves (8). The sum of all partial waves with the same
delay but different angle of arrival or Doppler shift is given in (9),
which is related to (1) and (4).

C0,0√
G(ϑ0)

=
√
P (ϑ0, τs) = |hs |

Cj,i√
G(ϑj)

=
√
p(ϑj , τj,i) dϑ dτ = |hj,i | (8)

hr,i (τi) =
J∑
j=1

hj,i (τi) (9)

For simplification it is assumed that the phase angles in (7)
are related to the phase angle of the dominant component. Then
Ez (ω, t) in (7) is replaced byE′z (ω, t) in (10) and can be represented
with [12], p. 156 by in-phase x1 (t) and quadrature components
x2 (t) in (11).

E′z (ω, t) = Ez,0 · C0,0 · cos(ω · t) + Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i

· cos(ω · t + (ωd,j − ωd,0) · t − ω · τj,i) (10)

E′z (ω, t) = Ez,0 · C0,0 · cos(ω · t) + Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i ·{cos(ω · t)

· cos((ωd,j − ωd,0) · t − ω · τj,i) − sin(ω · t)

· sin((ωd,j − ωd,0) · t − ω · τj,i)}

= x1 (t) · cos(ω · t) − x2 (t) · sin(ω · t) (11)

With the assumptions in [11], pp. 47 on the stationarity of the
parameters and E′z (ω, t) corresponds to a random process, where
the phase angles ψj,i of sample functions of the individual waves
are uniformly distributed random independent variables with 0 ≤
ψj,i ≤ 2π, E′z (ω, t) is regarded as a wide-sense stationary process
with respect to ensemble averages. However, it is not stationary
with respect to time averages, because over time and distance
time delays and angles of arrivals are slowly changing. Therefore,
the process is not strictly ergodic. With an increasing number of
waves – which is assumed here – the difference between ensemble

and time averages decreases. Therefore, in the following ensemble
averages are used for the calculation.

The definition of a specific model for the channel impulse
response and propagation conditions follows the same assump-
tions as in [11], pp. 46. For simplification it is assumed that at
the receiver location partial waves arrive from all directions with
a uniform distribution.

p(ϑ) = 1
2π

(12)

From practical experience the shape of the density of the
square of the channel impulse response versus delay τ (power delay
profile) based on many scatterers without a dominant component
corresponds to an exponential function and is interpreted as a
probability distribution function p(τ) of the received power versus
delay normalized to the transmitted power.

p(τ) = 1
s
· e−τ/s with

∫ ∞

0

1
s
· e−τ/s dτ = 1 (13)

The parameter s in (13) directly corresponds to the delay
spread [4], pp. 160 of the scattering part of the channel impulse
responsewithout the direct component. Bothprobability distribu-
tion functions are assumed to be statistically independent. There-
fore, it follows [11], p. 50:

p(ϑ, τ) = 1
2π

· 1
s
· e−τ/s (14)

Thedirect component in theRice channel has the probability
distribution in (15).

ps (ϑ, τ) = δ(ϑ − ϑ0) · δ(τ) (15)

With (8) this is related to the channel impulse response.

P (ϑ0, τ = 0) =
C0,02

G(ϑ0)
· ps (ϑ, τ) = |hs |2 · δ(ϑ − ϑ0) · δ(τ)

p(ϑ, τ) = C (ϑ, τ)2
G(ϑ) = |h(ϑ, τ) |2 =

1
2π

· 1
s
· e−τ/s (16)

In the following the amplitude of the transmitted E-field
signal is set to (17) and for the mobile station an omni-directional
antenna is assumed in (18).

Ez,0 = 1 (17)

G(ϑ) = 1 (18)

3. Approach for Coherence Bandwidth
Calculation with Envelope Correlation Function

The frequency and time dependency of the radio channel in (11)
can be characterized by the coherence bandwidthBc and coherence
time Δtc , which depend on the correlation between the signal
envelopes at different frequencies ω1 and ω2 (frequency shiftΔω =
ω2 − ω1) and time instants t1 and t2 (time shiftΔt = t2 − t1). The
Doppler shift at ω1 and ω2 is basically the same for only slightly
different carrier frequencies (small relative coherence bandwidth).
However, the phase at different time instants is different. The
detailed mathematical calculation is provided in Annex 1.
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Figure 3.
Representation of (A3) to (A6) by amplitude r andphase θ in polar
coordinates from the in-phase and quadrature components x1 (t)
and x2 (t) or x3 (t) and x4 (t), respectively.

Annex 1.A shows the detailed description of the in-phase and
quadrature components x1 (t), x2 (t), x3 (t) and x4 (t) at ω1 and ω2
and also their representation by amplitude (envelope) r and phase
θ in polar coordinates (Figure 3).

The envelope cross-correlation function Re between the
envelopes in (A9) follows from the ensemble average of r1 and r2
by means of the joint probability distribution p(r1, r2) in (Annex
1.B). p(r1, r2) is derived in Annex 1.C in (A19) from the joint
probability distribution p(x1, x2, x3, x4) in (A16) of the quadra-
ture components by variable substitution to polar coordinates r
and θ (Figure 3).

4. Coherence Bandwidth of Radio Channels

4.1. Coherence Bandwidth of the Rayleigh Channel

The coherence bandwidth for the Rayleigh channel can analyti-
cally be calculated by means of the complete Elliptic integral E(k)
of the second kind. The basic complex calculation is shown in [11],
pp. 45, however, without several intermediate steps.

The envelope cross-correlation function Re (Δω,Δt) follows
with [11], p. 51 and λ according to (A15) in (19).

Re (Δω,Δt) = µε · (1 + λ) · E
(
2 ·

√
λ

1 + λ

)
(19)

In [11], p. 51 the coherence bandwidth Bc and time Δtc is
defined by the correlation coefficient ϱe,Cov (Δω,Δt) or covariance
(CoV) between the two Rayleigh distributed envelopes r1 and r2,
which are separated versus frequency Δω or time Δt, as defined
in [15], p. 108 and 150. The correlation between both envelopes
can also be expressed by the normalized cross-correlation func-
tion (CCF) ϱe,CCF (Δω,Δt), which will be relevant for the Rice
channel.

ϱe,Cov (Δω,Δt) =
⟨r1 · r2⟩ − ⟨r1⟩ · ⟨r2⟩√

(⟨r12⟩ − ⟨r1⟩2) · (⟨r22⟩ − ⟨r2⟩2)
(20a)

ϱe,CCF (Δω,Δt) =
⟨r1 · r2⟩√

⟨r12⟩ · ⟨r22⟩
(20b)

The covariance in (20a) is characterizing the fluctuation
around the mean of the process, where the normalized cross-
correlation function in (20b) ([15], pp. 215) is characterizing the
fluctuation of the entire randomprocess including themean value.

Figure 4.
Covariance for the Rayleigh channel versus frequency shift s · Δω
from (22).

With the different elements in (20a) and (20b) and the vari-
ance σ2 = µ of the Gaussian processes x1, x2, x3 and x4 in (21a) to
(21d) ϱe,Cov (Δω,Δt) and ϱe,CCF (Δω,Δt) result in (22) and (23).

⟨r1 · r2⟩ = Re (Δω,Δt) (19) (21a)

⟨r1⟩ = ⟨r2⟩ =
√
π
2
· σ [6], p. 65 (21b)

⟨r12⟩ = ⟨r22⟩ = 2 · σ2 [6], p. 65 (21c)

µ = ⟨x12⟩ = σ2 [6], p. 64 and (A13) (21d)

ϱe,Cov (Δω,Δt) =
(1 + λ) · E

(
2·
√
λ

1+λ

)
− π

2

2 − π
2

(22)

ϱe,CCF (Δω,Δt) =
(1 + λ) · E

(
2·
√
λ

1+λ

)
2

(23)

In [11], p. 51 the coherence bandwidth Bc is defined for
ϱe,Cov (Δω,Δt) = 0.5. From the numerical evaluation of (22) this
condition is achieved at λc = 0.725with (A15) and the approxima-
tion in (24) for practical applications [11], p. 51. For λc = 0.725 the
normalized cross correlation function ϱe,CCF (Δω,Δt) = 0.893.

λc2 =
J02

(
ω · υ

c0 · Δt
)

1 + s2 · Δω2
= 0.7252 = 0.53 ≈ 0.5 (24)

(25) and (26) provide the coherence bandwidthBc formobile
speed υ = 0 and/or time shift Δt = 0 and the coherence time Δtc
as a function ofmaximumDoppler shift fm forΔω = 0 [4], p. 165.

Bc ≈
Δω
2 · π =

1
2 · π · s (25)√

1
2
≈ J0

(
ω · υ

c0
· Δt

)
Δtc ≈ 1.13 · 1

2 · π · fm
=

9
16 · π · 1

fm
(26)

The covariance in (22) and the normalized cross-correlation
function in (23) for the correct solution by means of the complete
Elliptic integral is shown in Figures 4 and 5.

The relation between covariance ϱe,Cov (Δω,Δt) = 0.5 corre-
sponding to the normalized cross-correlation ϱe,CCF (Δω,Δt) =
0.893will be applied to the Rice channel.
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Figure 5.
Normalized cross-correlation for the Rayleigh channel versus
frequency shift s · Δω from (23).

4.2. Coherence Bandwidth of the Rice Channel

The method in Section 4.1 with an analytical solution cannot
directly be applied to the Rice channel, because the joint proba-
bility density function in (A18) is very complex for |hs | > 0. There-
fore, an approximative approach is used for theRice factorK ′ ≫ 1
for the Rice distribution in Annex 2.A and the derivation of the
envelope cross-correlation function in Annex 2.B.K ′ is defined in
(27) [5], pp. 134 and σ2 = µ in (A13). With the condition (17) the
amplitude of the strong component rs is replaced by rs = |hs |.

K ′ =
rs2

2 · σ2
=

|hs |2

2 · σ2
(27)

The comparison in Figure 6 between the normalized Rice
distribution in (A20) and the normalized Gaussian distribution in
(A25) as approximation versus the Rice factor K ′ shows a good
similarity forK ′ > 2 but deviations forK ′ < 2.

The covariance ϱe,Cov (Δω,Δt) and the normalized cross-
correlation function ϱe,CCF (Δω,Δt) follow directly from (20)
versus K ′, which are provided for the coherence bandwidth and
coherence time.

ϱe,Cov (Δω,Δt) =
⟨r1 · r2⟩ − ⟨r1⟩ · ⟨r2⟩√

(⟨r12⟩ − ⟨r1⟩2) · (⟨r22⟩ − ⟨r2⟩2)

=
⟨r⟩2 + µ′1 − ⟨r⟩ · ⟨r⟩√

(⟨r2⟩ − ⟨r⟩2) · (⟨r2⟩ − ⟨r⟩2)

=
µ′1

⟨r2⟩ − ⟨r⟩2
=

µ′1
σ2

(28)

ϱe,CCF (Δω,Δt) =
⟨r1 · r2⟩√

⟨r12⟩ · ⟨r22⟩

=
⟨r⟩2 + µ′1
⟨r2⟩

=
⟨r⟩2 + µ′1
σ2 + ⟨r⟩2

=
⟨r⟩2 + µ′1

µ′ (29)

The covariance ϱe,Cov (Δω,Δt) is independent of the Rice
factor K ′ (corresponding to [24]), where the normalized cross-
correlation function depends onK ′. However, with increasingK ′

the different representations of the random processes r1 and r2 are
increasingly similar and for K ′ → ∞ both are the same, i.e., the

Figure 6.
Upper Figure: NormalizedRice distribution pr (r) · σ according to
(A20) versusK ′. Lower Figure: Normalized Gaussian approxima-
tion p′r (r) · σ according to (A25) versus K ′ with the mean of the
Rice distribution in (A21).

correlation between r1 and r2 tends to 1. Therefore, for the Rice
channelwith a strong component the normalized cross-correlation
function in (29) is a reasonable measure to derive the coherence
bandwidth.

Coherence bandwidth Δω = 2πBc: In this case the mobile
speed is assumed υ = 0. Then, the angle of arrival ϑ0 of the
strong component does not matter. With (28) ϱe,Cov (Δω) with
the delay spread s of the channel impulse response without the
strong component is provided in (30). Figure 7 is comparing (30) as
the Rice approximation with the correct formula for the Rayleigh
channel in (22) and the Rayleigh approximation in (24). There is
nearly no difference between the different representations.

ϱe,Cov (Δω) =
1

1 + s2 · Δω2
(30)

The normalized cross-correlation function ϱe,CCF (Δω, K ′)
with (29) and ⟨r(K ′)⟩ in (A21) as a function of K ′ is given in
(31). Figure 8 is showing the evaluation of (31) and comparing
it with (20b) and for the Rayleigh channel in (23). As can be
expected from the comparison of the Rice distribution and the
Gaussian approximation in Figure 6, the Gaussian approximation
for ϱe,CCF (Δω, K ′) leads to a too low correlation for K ′ < 2.
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Figure 7.
Coherence bandwidth 2πBc based on the covariance of the cross-
correlation function, comparison of (30) with (22) and (24).

Figure 8.
Coherence bandwidth 2πBc based on the normalized cross-
correlation function with the mean according to (A21), K ′ from
0 to 20, comparison of (31) with (20b) and (23).

For K ′ > 2 the correlation ϱe,CCF (Δω, K ′) provides a good
approximation.

ϱe,CCF (Δω, K ′) =
⟨r⟩2
σ2 + 1

1+s2 ·Δω2

1 + ⟨r⟩2
σ2

(31)

With the condition ϱe,CCF (Δω, K ′) = 0.893 applied to
(31) as for the Rayleigh channel the coherence bandwidth can be
calculated from numerical evaluation, which provides a too small
coherence bandwidth for K ′ < 2. With Δω · s ≈ 1 in (24) for
the Rayleigh channel an approximative formula is derived, which
is valid in the entire range K ′ ≥ 0 (32). From K ′ ≥ 3.63 the
coherence bandwidth 2πBc · s → ∞ with the definition above.
Figure 9 shows the good fit of (32) for the entire range including
the limiting case of the Rayleigh channel atK ′ = 0.

s · 2πBc ≈
(

3.63
3.63 − K ′

)0.5250
0 ≤ K ′ ≤ 3.63 (32)

Coherence time Δtc: In this case the frequency shift is assumed
Δω = 0 as well as the angle of arrival ϑ0 = 0 of the strong compo-
nent. With (28) ϱe,Cov (Δt) with the delay spread s of the channel
impulse response without the strong component is provided in
(33). This differs for bigger time shifts from (24) from theRayleigh
channel.

ϱe,Cov (Δt) = J0
(
ω · υ

c0
· Δt

)
· cos

(
ω · υ

c0
· Δt

)
(33)

Figure 9.
Normalized coherence bandwidth versusK ′ based on (31) and the
approximation in (32).

The normalized cross-correlation function ϱe,CCF (Δt, K ′)
with (29) and ⟨r(K ′)⟩ in (A21) as a function of K ′ is given in
(34). As can be expected from the comparison of the Rice distri-
bution and the Gaussian approximation in Figure 6, the Gaussian
approximation for ϱe,CCF (Δt, K ′) leads to a too low correlation
forK ′ < 2. ForK ′ > 2 the correlation ϱe,CCF (Δω, K ′) provides a
good approximation.

ϱe,CCF (Δt, K ′) =
⟨r⟩2
σ2 + J0

(
ω · υ

c0 · Δt
)
· cos

(
ω · υ

c0 · Δt
)

1 + ⟨r⟩2
σ2

(34)

With the condition ϱe,CCF (Δt, K ′) = 0.893 applied to (34)
as for the Rayleigh channel the coherence time can be calculated
from numerical evaluation, which provides a too small coherence
time for K ′ < 2. With ω · υ

c0 · Δtc ≈ 1.13 in (26) for the Rayleigh
channel an approximative formula is derived, which is valid in the
entire range K ′ ≥ 0 (35). From K ′ ≥ 4.075 the coherence time
ω · υ

c0 · Δtc → ∞with the definition above.

ω · υ
c0

· Δtc ≈ 1.13 ·
(

4.075
4.075 − K ′

)0.117
0 ≤ K ′ ≤ 4.075

(35)

4.3. Relation Between the Delay Spread of the
Rayleigh and the Rice Channel

With the definition of the delay spread in [4], pp. 160 a rela-
tion between the delay spread between the Rayleigh and the Rice
channel can be derived in (36) under the assumption that the
strong component in the Rice channel occurs at the beginning of
the channel impulse response at τ = 0. With increasingK ′ sRice is
decreasing for constant sRayleigh.

sRice |τ=0 = sRayleigh ·

√
1

K ′ + 1
·
(
2 − 1

K ′ + 1

)
(36)

4.4. Practical Applications

Especially in the millimeter wave and sub-Terahertz domain
coverage under shadowing conditions can only be ensured by
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additional technical means in network deployment such as reflec-
tors, RIS arrays or repeaters [8]. Such systems provide a strong
component in the channel impulse response, which is seen by the
receiver. In these frequency ranges the roughness of reflecting or
scattering surfaces such aswallmaterial plays an increasing role ([3],
p. H6, [5], pp. 26). If the roughness is in the order of the carrier
frequency wavelength, the non-specular reflection or scattering in
many different directions is increasing, which results in a reduced
reflection coefficient for rough surfaces.

If reflectors,RIS arrays or repeaters are deployed in such areas,
a strong component in the channel impulse response with a Rice
factorK ′ > 4 can be ensured or at least targeted, which results in a
significant increase of the channel coherence bandwidth or even in
nearly infinite coherence bandwidth as well as increased coherence
time. The radio channel is approaching effectively a single path
channel. This is relevant for very wideband systems in 6G and
allows reduced effective inter-symbol interference, significantly
reduced signal processing requirements for channel estimation,
equalization effort and a reduced update rate.

5. Conclusions

In the millimeter wave and sub-Terahertz frequency range very,
wideband systems are intended as part of 6G systems. Therefore,
the coherence bandwidth of radio channels under practical condi-
tions or by additional technical means (reflectors, RIS arrays or
repeaters) for network deployment is of interest to reduce require-
ments on the radio interface design and its potential simplification.
The cross-correlation between different fading signals, which are
separated in frequency and time, is investigated for Rice channels
and compared with the analytical solution for Rayleigh channels.

The analytical approach for Rayleigh channels cannot
directly be applied to Rice channels. Therefore, the Rice distri-
bution is approximated by a Gaussian distribution for bigger
Rice factors K ′ to calculate the cross-correlation function. This
provides reasonably good results for the coherence bandwidth and
coherence time for K ′ > 2. For K ′ < 2 the Gaussian distribution
deviates significantly from the Rice distribution (K ′ → 0 corre-
sponds to the Rayleigh distribution) and therefore deviations of
the coherence bandwidth and time are understandable.

In the literature (e.g., [11]) the coherence bandwidth is
defined by the covariance.However, it is shown that for Rice chan-
nels this definition is misleading, because the impact of a strong
component is ignored. In a Rice channel the fading fluctuations
are around the direct component and the relative fluctuation is
decreasing. For a Rice factor K ′ → ∞ the relative fluctuations
normalized to the strong component will disappear. It is therefore
proposed to use the normalized cross-correlation function as a
measure for the coherence bandwidth and coherence time. The
coherence bandwidth and coherence time is here defined for the
normalized cross-correlation function according to the condition
in (37), which corresponds to a covariance of around 0.5 for
Rayleigh channels as proposed in [11].

ϱe,CCF (Δω,Δt) ≥ 0.893 (37)

The results of the covariance for the Rice channel for
frequency shift in the approximation in Section 4.2 are similar
like in [11] and independent of K ′. With the condition in (37)

the normalized cross-correlation function provides the coherence
bandwidth and time, which depends onK ′.

Based on the numerical evaluation the relation between the
Rice factor K ′ and the coherence bandwidth and time is derived
and presented. Approximative formulas are developed, which are
adapted for small K ′ to the well-known result in [11] for K ′ = 0
for the Rayleigh channel. These formulas show a good estimate
for the coherence bandwidth and time. For K ′ = 3.63 corre-
sponding to 5.6 dB for the coherence bandwidth and K ′ = 4.075
corresponding to 6.1 dB for the coherence time both are becoming
infinite under the definition in (37). Therefore, a Rice channel can
be regarded as nearly frequency independent forK > 6 dB.

With the consideration on the roughness of
reflecting/scattering surfaces in the environment (Section 4.4)
and additional technical means like reflectors, RIS arrays
or repeaters ([8]) a Rice type channel can be enforced even
under shadowing conditions. Such conditions allow reduced
inter-symbol interference and relax the requirements on signal
processing for channel estimation, equalization and update rates
significantly for very wideband systems.

Annex 1: Derivation of Envelope Correlation
Function

A. Signal Description with Frequency and Time Shift

With (11) the signals at both frequencies ω1 and ω2 are described
with the narrowband in-phase andquadrature components in (A1)
and (A2).

E′z (ω1, t) = x1 (t) · cos(ω1 · t) − x2 (t) · sin(ω1 · t) (A1)

E′z (ω2, t + Δt) = x3 (t) · cos(ω2 · t) − x4 (t) · sin(ω2 · t) (A2)

with

x1 (t) = Ez,0 · C0,0 + Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i

· cos((ωd,j − ωd,0) · t − ω1 · τj,i) (A3)

x2 (t) = Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i · sin((ωd,j − ωd,0) · t − ω1 · τj,i)

(A4)

x3 (t) = Ez,0 · C0,0 + Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i · cos((ωd,j − ωd,0)

· (t + Δt) − ω2 · τj,i) (A5)

x4 (t) = Ez,0 ·
J∑
j=1

I∑
i=1

Cj,i · sin((ωd,j − ωd,0)

· (t + Δt) − ω2 · τj,i) (A6)

With I and J → ∞ in the sums in (11) the processes x1 (t),
x2 (t), x3 (t) and x4 (t) are regarded as Gaussian random processes
according to the Central Limit Theorem [13], pp. 51, where
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• x1 (t) and x3 (t) have the mean Ez,0 · C0,0 and
• x2 (t) and x4 (t) have zero mean.

In [11], p. 48 the variables in (A7) are defined at the same fixed
time t for further considerations.

x1 =̂ x1 (t) x2 =̂ x2 (t)

x3 =̂ x3 (t + Δt) x4 =̂ x4 (t + Δt) (A7)

x1 (t), x2 (t), x3 (t) and x4 (t) are represented by amplitude r
and phase θ in polar coordinates (Figure 3).

x1 = r1 · cos θ1 x2 = r1 · sin θ1

x3 = r2 · cos θ2 x4 = r2 · sin θ2 (A8)

B. Envelope Cross-correlation Function

According to [3], pp. D12, [11], p. 50 and [14], pp. 44 the envelope
cross-correlation function Re between the envelopes r1 and r2
versus frequency shift Δω and time shift Δt can be derived from
the ensemble average in (A9) by the integral of the joint probability
distribution function p(r1, r2, θ1, θ2) versus θ1 and θ2 (c.f. A19)
under the simplified assumption of ergodic random processes.

Re (Δω,Δt) = ⟨r1 · r2⟩ =
∫ ∞

0

∫ ∞

0
r1 · r2·p(r1, r2) dr1dr2

(A9)

C. Joint Probability Distribution Functions

The Rice radio channel at different frequencies and time instances
above is described in (A1) and (A2) by quadrature components
with the Gaussian processes x1 (t), x2 (t), x3 (t) and x4 (t). This
leads at first to the joint probability distribution function of
these processes p(x1, x2, x3, x4). However, this needs then to be
transformed with (A8) to the joint probability density function
p(r1, r2, θ1, θ2) versus amplitude r and phase θ.

The n-dimensional normal distribution is described in [15],
pp. 126, [16], pp. 366, [17], pp. 191 and [18], pp. 16 and is given for
the case of n = 4 in (A10) with the meansm.

p(x1, x2, x3, x4) =
1

(2π)2 ·
√
|M |

· e−
1

2· |M |
∑4
j,k |Mjk | · (xj−mj ) · (xk−mk ) (A10)

The matrixM

M =
©­­­«
λ11 λ12 λ13 λ14
λ21 λ22 λ23 λ24
λ31 λ32 λ33 λ34
λ41 λ42 λ43 λ44

ª®®®¬ =
©­­­«
λ11 0 λ13 λ14
0 λ11 −λ14 λ13
λ13 −λ14 λ11 0
λ14 λ13 0 λ11

ª®®®¬
(A11)

correspondswith [17], p. 115 and (A12) to the symmetricmatrix of
moments with the elements λjk = λkj . The λjk are the covariances
of all pairs of the random processes and λii = σi2 are the variances

of these processes, which are the same. The λjk follow from (A3)
to (A6) with (17) and (18).

λ11 = λ22 = λ33 = λ44 = ⟨x12⟩ − |hs |2 = ⟨x32⟩ − |hs |2

= ⟨x22⟩ = ⟨x42⟩

λ12 = λ21 = ⟨x1 · x2⟩ = ⟨x2 · x1⟩ = 0

λ13 = λ31 = λ24 = λ42 = ⟨x1 · x3⟩ − |hs |2 = ⟨x3 · x1⟩ − |hs |2

= ⟨x2 · x4⟩ = ⟨x4 · x2⟩

λ14 = λ41 = −λ23 = −λ32 = ⟨x1 · x4⟩ = ⟨x4 · x1⟩

= −⟨x2 · x3⟩ = −⟨x3 · x2⟩

λ34 = λ43 = ⟨x3 · x4⟩ = ⟨x4 · x3⟩ = 0 (A12)

With the notation in [11], p. 49, [19], pp. 133, [20], p. 451,
No. 13 and 18 and [21], p. 360 and the Bessel function J0 these
moments follow in (A13).

µ = λ11 = ⟨x12⟩ − |hs |2 = σ2 =
1
2

µ1 = λ13 = ⟨x1 · x3⟩ − |hs |2 =
1
2
· J0

(
ω · υ

c0
· Δt

)

·

cos
((
ω · υ

c0 · cos ϑ0
)
· Δt

)
− s · Δω

· sin
((
ω · υ

c0 · cos ϑ0
)
· Δt

)
1 + s2 · Δω2

µ2 = λ14 = ⟨x1 · x4⟩ = − 1
2
· J0

(
ω · υ

c0
· Δt

)

·

sin
((
ω · υ

c0 · cos ϑ0
)
· Δt

)
+ s · Δω

· cos
((
ω · υ

c0 · cos ϑ0
)
· Δt

)
1 + s2 · Δω2

(A13)

The determinant |M | of matrixM in (A11) results in (A14).

|M | = [λ112 − (λ132 + λ142)]
2
= µ2 ·

(
1 − µ12 + µ22

µ2

)
(A14)

With [11], p. 49 and [17], pp. 191 the following term λ2
is interpreted as correlation coefficient of the random variables,
which is independent of the angle of arrival ϑ0 of the direct compo-
nent.

λ2 =
µ12 + µ22

µ2
=
J02

(
ω · υ

c0 · Δt
)

1 + s2 · Δω2
(A15)

The terms |Mjk | in (A10) correspond to the algebraic comple-
ments or adjuncts of the covariance matrix of the matrix elements
λjk inM and are calculated with [22], p. 39.

The joint probability distribution function p(x1, x2, x3, x4)
in (A10) is derived in (A16).

p(x1, x2, x3, x4) =
1

(2π)2 · µ2 · (1 − λ2)
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· exp
[
− 1
2 · µ2 · (1 − λ2)

· {µ · [(x1 − |hs |)

· (x1 − |hs |) + (x2) · (x2) + (x3 − |hs |)

· (x3 − |hs |) + (x4) · (x4)] − 2 · µ1

· [(x1 − |hs |) · (x3 − |hs |) + (x2) · (x4)] − 2

· µ2 · [(x1 − |hs |) · (x4) − (x2) · (x3 − |hs |)]}
]

(A16)

The required probability density p(r1, r2, θ1, θ2) for polar
coordinates is calculated in (A18) by substitution of variables with
(A8) and the Jacobi-determinant J [23], pp. 37 in (A17).

J =

��������������������

𝜕r1 ·cos θ1
𝜕r1

𝜕r1 · sin θ1
𝜕r1

𝜕r2 · cos θ2
𝜕r1

𝜕r2 · sin θ2
𝜕r1

𝜕r1 ·cos θ1
𝜕θ1

𝜕r1 · sin θ1
𝜕θ1

𝜕r2 · cos θ2
𝜕θ1

𝜕r2 · sin θ2
𝜕θ1

𝜕r1 ·cos θ1
𝜕r2

𝜕r1 · sin θ1
𝜕r2

𝜕r2 · cos θ2
𝜕r2

𝜕r2 · sin θ2
𝜕r2

𝜕r1 ·cos θ1
𝜕θ2

𝜕r1 · sin θ1
𝜕θ2

𝜕r2 · cos θ2
𝜕θ2

𝜕r2 · sin θ2
𝜕θ2

��������������������
= r1 · r2 (A17)

p(r1, r2, θ1, θ2) =
r1 · r2

(2π)2 · µ2 · (1 − λ2)

· exp
[
−
r12 + r22 + 2 · |hs |2 ·

(
1 − µ1

µ

)
2 · µ · (1 − λ2)

+ 2 · |hs | · (r1 · cos θ1 + r2 · cos θ2)
2 · µ · (1 − λ2)

+
2 · λ · r1 · r2 · cos(θ2 − θ1 − ϕ)

2 · µ · (1 − λ2)

−
2 · λ · |hs | · r1 · cos(θ1 + ϕ)

2 · µ · (1 − λ2)

−
2 · λ · |hs | · r2 · cos(θ2 − ϕ)

2 · µ · (1 − λ2)

]
(A18)

(A18) results with |hs | = 0 directly in the case of the Rayleigh
channel [11], p. 49. The required joint probability density func-
tion p (r1, r2) in (A9) follows from integration of (A18) versus θ1
and θ2.

p(r1, r2) =
∫ 2π

0

∫ 2π

0
p(r1, r2, θ1, θ2)dθ1dθ2 (A19)

Annex 2: Derivation of Envelope Correlation
Function for Rice Channels

A. Approximation of the Rice Distribution for Bigger K′

For |hs | > 0 with a strong component the amplitude distribution
of the received signal under multipath propagation conditions is

described by the Rice distribution [3], p. H3, [5], pp. 134, [6], pp.
26 and [18], pp. 34.

pr (r) =
r
σ2

· e−
r2+|hs |2
2·σ2 · I0

(
r · |hs |
σ2

)
r ≥ 0 (A20)

The followingmeans applywith |hs | = σ ·
√
2 · K ′ ([6], pp. 64

and [18], p. 17).

⟨r1⟩ = ⟨r2⟩ = ⟨r⟩ = σ ·
√
π
2
· e−

K′
2

·
{
(1 + K ′) · I0

(
K ′

2

)
+ K ′ · I1

(
K ′

2

)}
(A21)

⟨r12⟩ = ⟨r22⟩ = ⟨r2⟩ = 2 · σ2 · (1 + K ′) (A22)

For K ′ ≫ 1 the Rice distribution can be approximated by
a Gaussian distribution. The modified Bessel function I0 (z) in
(A20) with z = r · |hs |

σ2 ≫ 1 corresponding to K ′ ≫ 1 is replaced
by series expansion [21], p. 377.

I0 (z) =
ez

√
2 · π · z

·
(
1 + 1

8 · z +
9

2! · (8 · z)2
+ · · · +

)
(A23)

If only the first term of the series expansion in (A23) is
considered, I0 (z) is approximated by (A24).

I0
(
r · |hs |
σ2

)
≈ e

r · |hs |
σ2√

2 · π · r · |hs |σ2

(A24)

The distribution function of the envelope in (A20) is then
approaching a Gaussian distribution [7], p. 27 and [17], p. 177,
because r ≈ rs or r ≈ |hs |. The mean of the Gaussian approxi-
mation is the same as in (A21) for the Rice distribution, where r is
now a Gaussian variable.

p′r (r) · σ =
1

√
2 · π

· e
− (r−⟨r⟩)2

2·σ2

=
1

√
2 · π

· e
−
(

r√
2·σ −

1√
2
·
√ π

2 ·e
− K′

2 ·
{
(1+K ′ ) ·I0

(
K′
2

)
+K ′ ·I1

(
K′
2

)})2
(A25)

This approximation shows the probability distribution of the
envelope r. In this approximation for K ′ >> 1 no quadrature
components are considered as in Figure 3.

B. Approximation of the Envelope Cross-correlation for
Rice Channels

For the calculation of the cross-correlation function Re (Δω,Δt)
between the envelopes in (A9) the joint probability function
p′ (r1, r2) is needed with the approximation in (A25).

Re (Δω,Δt) = ⟨r1 · r2⟩ ≈
∫ ∞

0

∫ ∞

0
r1 · r2·p′ (r1, r2) dr1dr2

(A26)
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The approximation p′ (r1, r2) follows with [17], p. 191.

p′ (r1, r2) =
1

2 · π · σ2 ·
√
1 − ϱ2

· exp
{
− 1
2 · (1 − ϱ2)

·
[
r12 − 2 · ⟨r⟩ · r1 + ⟨r⟩2

σ2

− 2 · ϱ · r1 · r2 − r1 · ⟨r⟩ − r2 · ⟨r⟩ + ⟨r⟩2

σ2

+ r22 − 2 · ⟨r⟩ · r2 + ⟨r⟩2

σ2

]}
(A27)

ϱ corresponds to the correlation coefficient between the two
Gaussian processes r1 and r2 with the elements in (A28).

ϱ(r1, r2) =
⟨r1 · r2⟩ − ⟨r1⟩ · ⟨r2⟩√

(⟨r12⟩ − ⟨r1⟩2) · (⟨r22⟩ − ⟨r2⟩2)
=

µ′1
σ2

= J0
(
ω · υ

c0
· Δt

)

·

cos
((
ω · υ

c0 · cos ϑ0
)
· Δt

)
− s · Δω

· sin
((
ω · υ

c0 · cos ϑ0
)
· Δt

)
1 + s2 · Δω2

(A28)

with

⟨r1 · r2⟩ = ⟨r⟩2 + µ′1 (A13), (A21)

⟨r1⟩ = ⟨r2⟩ = ⟨r⟩ (A21)

⟨r12⟩ = ⟨r22⟩ = σ2 + ⟨r⟩2 = µ′ (A13), (A21)

In the case of a joint Gaussian distribution the correlation
coefficient (A28) already corresponds to the covariance. The proof
is shown by the solution of the integral (A26) by [19], p. 65,
No.314.6c and No. 314.6d with p′ (r1, r2) in (A27), ⟨r⟩ in (A21)
and ϱ in (A28). This results in (A29).

Re (Δω,Δt) ≈ ⟨r1 · r2⟩ = ⟨r⟩2 + ϱ · σ2 (A29)
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