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Abstract: This paper presents a multi-tier Federated Learning
(FL) architecture designed to optimize energy efficiency in 6G,
with particular emphasis on compliance with the Network Data
Analytics Function (NWDAF) standards definedby 3GPP.Unlike
existing FL architectures that often overlook energy efficiency and
lack full integration with network functions like NWDAF, our
proposed architecture integrates AI-driven strategies across multi
layers. This multi-tier approach dynamically adjusts computation
and communication rounds, reducing energy consumption while
maintaining high model accuracy and network performance. By
addressing challenges such as data heterogeneity and personalisa-
tion through adaptive training, intelligent routing, and advanced
model aggregation, the architecture significantly enhances energy
efficiency. Initial simulations, aligned with NWDAF processing
requirements, underscore the architecture’s suitability for deploy-
ment in 6G , offering a scalable, energy-efficient, and privacy-
preserving solution that aligns with industry standards and
addresses key challenges in distributed learning.

Keywords: 6G, energy efficiency, federated learning, multi-tier
architecture, NWDAF, AI-driven strategies.

1. Introduction

The advent of 5G has led to a significant increase in data gener-
ation and the need for real-time analytics. In response, the Third
Generation Partnership Project (3GPP) introduced the Network
Data Analytics Function (NWDAF) inRelease 17, 18 and 19 [1–3]
to manage, optimize and automatise network operations through
data-driven insights.NWDAFfacilitates the collection and analysis
of network data to enhance performance, reliability, and user expe-
rience. However, the distributed nature of data and the require-
ment for privacy-preserving mechanisms present substantial chal-
lenges that need to be addressed.

As we move towards 6G, the focus extends beyond enhance-
ments in data throughput and connectivity. A critical aspect of
6G development is the integration of advanced intelligence to
ensure sustainable and efficient network operations [4–6]. Energy
efficiency and sustainability have emerged as paramount concerns,
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particularly as networks become increasingly complex and data-
intensive [7]. Consequently, optimizing energy consumption in
communication networks is a central priority in 6G technologies.

Edge computing has emerged as an effective strategy to
address these energy challenges. By utilizing a combination of
platforms, Internet of Things (IoT) devices, and software, edge
computing systems efficiently manage computational resources,
distributing processing tasks according to workload requirements.
By offloading computational demand from centralized servers,
edge architectures conserve bandwidth, alleviate cloud infrastruc-
ture load, and reduce latency. This approach is critical for real-
time applications like autonomous vehicles and smart cities, where
immediate processing is essential.

Despite its advantages, edge computing introduces challenges
such as increased security risks due to its distributed nature, band-
width management complexities, and hardware heterogeneity.
Managing these issues is essential to ensure consistent performance
and secure data processing across devices.

Federated Learning (FL) has emerged as a promising
approach to address some of these challenges by enabling local
model training on devices and aggregating updates centrally. This
method preserves user privacy and reduces the need to transmit
sensitive raw data, aligning with the privacy requirements of
modern networks. However, FL faces issues like communication
overhead from frequent model updates, dependence on a central
server for aggregation, and performance degradation when
client devices hold non-independent and identically distributed
(non-IID) data.

Combining edge computingwithFLcreates a synergistic rela-
tionship that enhances the capabilities of both technologies. Edge
computing provides the necessary infrastructure for FL to operate
more efficiently, reducing latency and communication costs. This
synergy leads to a more robust and scalable system for managing
distributed data.

Several FL architectures have been proposed, leveraging the
benefits of edge computing to improve privacy preservation,
reduce communication overhead, and enhance scalability [8, 9].
However, these architectures often overlook energy efficiency and
do not fully integrate with network functions like NWDAF
[10, 11]. Additionally, challenges related to data heterogeneity and
personalisation remain inadequately addressed [9].

To bridge these gaps, we evaluate how a previously proposed
multi-tier FL architecture [12], designed to handle data hetero-
geneity and personalization, fits within 6G while aligning with
the NWDAF framework defined by 3GPP standards [3]. By inte-
grating AI-driven strategies across its Client, Edge, Fog, and
Cloud layers, the architecture dynamically adjusts computa-
tional resources to reduce energy consumption while maintaining
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model accuracy and network performance. This design effectively
manages data heterogeneity and personalisation while minimizing
redundant computations and communication overhead.

In this paper, we evaluate the energy efficiency of the
proposedmulti-tier FL architecture, particularly highlighting how
it seamlessly integrates with NWDAF in accordance with 3GPP
standards, making it a well-aligned solution for optimizing 6G.
We demonstrate how adaptive training, intelligent routing, and
advanced model aggregation contribute to significant energy
savings. Initial simulations highlight the effectiveness of these
strategies in 6G, suggesting substantial improvements in energy
efficiency for real-world applications.

The remainder of this paper is organized as follows: Section
II details the proposed multi-tier FL architecture, discussing the
specific roles and contributions of each layer in enhancing energy
efficiency and aligning with NWDAF. Section III presents the
results of our simulations, demonstrating the framework’s effec-
tiveness in reducing energy consumptionwhilemaintainingmodel
accuracy. Section IV discusses the AI-driven strategies employed
across the layers to optimize energy efficiency. Finally, Section V
concludes the paper and outlines potential areas for future research
and real-world implementation in diverse 6G scenarios.

2. Multi-Tier Federated Learning Architecture and
its Integration with NWDAF

The multi-tier FL architecture, originally proposed in [12],
comprises four hierarchical layers: Client, Edge, Fedge, and
Cloud as shown in Figure 1. This architecture is designed
to manage data and model training effectively in distributed
networks, addressing challenges related to data heterogeneity,
personalisation, and energy efficiency in 6G environments. In this
section, we review this architecture from the perspective of the
NWDAF, highlighting how it aligns with 3GPP standards and can
be seamlessly integrated into existing network infrastructures.

Figure 1.
Proposed multi-tier federated learning architecture.

2.1. Overview of the Architecture

The proposed architecture combines the capabilities of edge
computing and FL to distribute computational tasks and data
processing efficiently across different layers of the network.
This approach reduces communication overhead and redundant
computations, improving energy efficiency and performance in
model training. NWDAF plays a crucial role in this architecture
by enabling distributed data analytics and optimizing network
operations, ensuring privacy and network efficiency.

In this architecture, NWDAF facilitates both vertical
(North/South bound communication) and horizontal (East/West
bound communication) data flow to support real-time analytics
across various network functions such as Application Function
(AF), SessionManagement Function (SMF), Access andMobility
Management Function (AMF), (Network Exposure Function)
NEF, and Policy Control Function (PCF), as depicted in Figure 2.
The Hyperscaler provides additional computational power,
allowing NWDAF to leverage machine learning (ML) models
embedded across the network for optimizing resource allocation
and reducing latency. This interaction ensures that the FL system
operates efficiently in compliance with 3GPP standards and
effectively adjusts to varying network conditions.

2.2. Client layer

The Client layer consists of end-user devices, such as smartphones
and IoT devices, where local model training occurs using the
client’s own data. This allows for privacy-preserving operations, as
raw data remains on the device, which aligns with 3GPP privacy
requirements.

Regarding NWDAF integration, clients primarily interact
with the network through standardized interfaces. These devices
share aggregated model updates, not raw data, with the higher
network layers, particularly the Edge layer, to support distributed
analytics. In linewithNWDAF’s objective of safeguarding privacy,
these communications are carried out securely, ensuring that the
data is handled in compliance with privacy regulations.

Energy efficiency is enhanced by minimizing data transmis-
sion to the Edge Layer. Clients send only critical model updates,
which reduces redundant communications. Additionally, clients
utilize adaptive training techniques to optimize learning andmini-
mize resource consumption. By dynamically adjusting learning
parameters, the Client Layer ensures that training is both energy-
efficient and aligned with NWDAF’s goals for reducing overhead
in real-time analytics.

2.3. Edge Layer

The Edge layer operates as an intermediary between the Client
layer and higher-tier layers like the Fedge layer and Cloud layer.
Its primary function is to collect and process model updates from
the clients before passing them upwards in the network. The Edge
layer uses NWDAF to optimize the flow of data and manage
network functions such as AMF and SMF by ensuring that rele-
vant, context-aware information is processed efficiently.

The interaction with NWDAF allows the Edge Layer to
perform distributed analytics, reducing latency and network load
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by processing data closer to its source. For instance, by using ML
models within the Edge Layer, the system canmake real-time deci-
sions about what data is important and should be sent to the Fedge
layer or NWDAF for further analysis. This selective forwarding
of information conserves energy and ensures that the Edge layer
operates efficiently within the NWDAF framework.

Furthermore, this layer ensures that communication between
client devices and the network is optimized for energy savings,
avoiding redundant data aggregation.The edgenodes also facilitate
secure and efficient communication of aggregated model updates
from multiple clients to the Fedge ayer, aligning with NWDAF’s
objective of streamlining distributed analytics across the network.

2.4. Fedge Layer

The Fedge layer acts as the aggregation and coordination layer in
this architecture. It serves as a crucial point for managing and opti-
mizing the flow of data between Edge and Cloud layers. This layer
aggregates model updates from multiple Edge layers, performing
complex tasks such as clustering and aggregation to improve scala-
bility and efficiency in the FL process.

In this architecture, the Fedge layer closely integrates with
NWDAF to ensure that the aggregated data from various network
functions (like AF, SMF, AMF, NEF, and PCF) is analyzed effi-
ciently. As depicted in the diagram, Fedge plays a key role in facil-
itating horizontal (East/West) communication between NWDAF
instances, enhancing network-wide coordination and distributed
analytics. This coordination is crucial for managing data from
different network segments and ensuring consistent and efficient
learning processes across the system.

By aggregating model updates before they are sent to the
Cloud layer, the Fedge layerminimizes computational redundancy
and energy consumption, which aligns with the energy efficiency
goals of the system. This hierarchical aggregation also prevents
unnecessary re-training of models across different edges, further
reducing the system’s computational burden.

2.5. Cloud Layer

The Cloud layer serves as the top tier in the architecture, where
global model synchronization and storage occur. It is responsible
for aggregating insights from lower layers, including the Fedge
Layer, and coordinating network-wide optimization strategies.

TheCloud layer interacts withNWDAFby handling central-
ized analytics functions and ensuring that the insights gathered
from the Fedge layer are used for system-wide optimization. This
interaction allows the Cloud Layer to update models and analytics
functions across the network based on real-time feedback from
NWDAF, ensuring that the system remains scalable and energy-
efficient.

The Cloud layer focuses on maintaining model synchroniza-
tion while minimizing communication overhead with the lower
tiers. By optimizingwhen andhowupdates are pushed to the lower
layers, the Cloud layer ensures that the system remains respon-
sive and aligned with energy-efficient operations. Additionally,
by interacting with the Network Repository Function (NRF),
the Cloud Layer ensures the discoverability and integration of
analytics services across the network.

Figure 2.
Proposed multi-tier FL architecture within 3GPP

2.6. Integration with NWDAF

The integration of the multi-tier FL architecture with NWDAF
is achieved through several key mechanisms, ensuring compliance
with 3GPP standards and seamless operation within 5G and
beyond networks.

1. Standardized interfaces and protocols:
The architecture utilizes standardized interfaces defined by
3GPP, such as the NWDAF interface, to ensure compati-
bility and interoperability with existing network functions.
This allows for efficient communication between NWDAF
and other network functions, facilitating data exchange and
analytics reporting.

2. Security and privacy compliance:
Adhering to 3GPP security frameworks, the architecture
ensures secure communication and data handling across all
layers. Secure protocols are used for transmittingmodel updates
and analytics data, protecting user privacy and data integrity.
By preserving user privacy and minimizing the transmission of
sensitive data, the architecture complies with data protection
regulations and user expectations.

3. Support for network slicing:
The hierarchical design of the architecture supportsNWDAF’s
role in managing network slices by providing analytics tailored
to specific slice requirements. Each layer can process and aggre-
gate data relevant to particular network slices, enabling more
efficient and customized networkmanagement. This capability
enhances the network’s ability to provide specialized services
and optimizes resource allocation, aligning with 3GPP stan-
dards.

4. Energy efficiency optimization:
By minimizing redundant data processing and optimizing
computational resource allocation across layers, the architec-
ture contributes to NWDAF’s objectives for energy efficiency.
Techniques such as adaptive training at theClient Layer, intelli-
gent forwarding at the Edge Layer, and efficient model aggrega-
tion at the Fedge Layer collectively reduce energy consumption,
which is crucial for sustainable network operations in 6G.

5. Real-time analytics and scalability:
Integration with NWDAF enables real-time analytics, which is
essential for applications requiring low latency and immediate
responsiveness. Themulti-tier design allows for scalable deploy-
ment, supporting a growing number of devices and services
in 6G. This scalability aligns with NWDAF’s need to accom-
modate increasing network complexity while maintaining high
performance.
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3. Results Analysis

In this section, we assess the effectiveness of the multi-tier FL
architecture, emphasizing its ability to handle data heterogeneity
and its implications for energy efficiency and integration with
the NWDAF. The evaluation leverages results from our previous
study [12], focusing on findings that are particularly pertinent to
energy efficiency in 6G.

3.1. Methodology

The architecture’s performance was evaluated using the Federated
Averaging (FedAvg) algorithm on the MNIST dataset under non-
Independent and Identically Distributed (non-IID) conditions.
Two scenarios were designed to test the architecture’s capability to
manage data heterogeneity:

Generalisable non-IID scenario:The dataset was evenly divided
among three clients, each receiving a balanced mix of all digit
classes. This scenario serves as a baseline to evaluate performance
under typical non-IID conditions.

Non-generalisable non-IID scenario:Oneclient received images
of only two digit classes, while another received images of eight
classes, creating an extreme imbalance. This scenario challenges
the architecture’s ability to handle significant data skew, which
is critical for real-world applications where data distributions are
often uneven.

A Simple Convolutional Neural Network (SimpleCNN)
model was used across all clients to maintain consistency. The
primary focus was on measuring model accuracy and convergence
speed, metrics that directly impact computational load and energy
consumption.

3.2. Results and Analysis

In both scenarios, the multi-tier FL architecture outperformed
the standard FL model in terms of convergence speed and final
accuracy:

Faster Convergence: The multi-tier FL model reached higher
accuracy levels in fewer training rounds compared to the stan-
dard FL model. This reduction in training rounds implies fewer
communication cycles and less computational effort, leading to
energy savings.

Robustness to Data Heterogeneity: In the non-generalisable
non-IID scenario, the multi-tier FL architecture maintained
consistent accuracy across clients, effectivelymitigating the adverse
effects of extreme data imbalance. This robustness is essential
for NWDAF’s ability to provide reliable analytics in diverse and
dynamic network conditions.

These results demonstrate the architecture’s efficiency in
handling non-IID data distributions, a common challenge in
federated networks. Detailed figures and quantitative results are
provided in our previous work [12].

3.3. Implications for Energy Efficiency and NWDAF
Integration

The observed improvements have significant implications for
energy efficiency and NWDAF integration:

1. Energy Efficiency: Faster convergence and reduced training
rounds translate directly into lower energy consumption. By
minimizing the computational workload and the frequency
of communication between clients and servers, the multi-tier
FL architecture conserves energy—a critical consideration for
battery-powered devices and large-scale networks in 6G.

2. Optimized Resource Management: The architecture
employs AI-driven strategies that adapt to varying network
conditions and data distributions. By focusing computational
efforts where they are most needed and avoiding redundant
processing, it reduces unnecessary energy expenditure.

3. Alignment with NWDAF: The architecture’s ability to
handle heterogeneous data while maintaining high accuracy
aligns with NWDAF’s objectives of efficient and privacy-
preserving analytics. Its hierarchical structure maps onto
NWDAF’s distributed analytics framework, facilitating seam-
less integration and enhancing overall network performance.

These findings underscore the suitability of the multi-tier FL
architecture for deployment in energy-sensitive and data-intensive
environments characteristic of 6G.

4. Conclusion & Future Directions

In this paper, we evaluated the proposed mult-tier FL architec-
ture for the energy efficiency demands of 6G, integrating seam-
lessly with the NWDAF as defined by 3GPP standards. Initial
simulations demonstrated the framework’s potential in reducing
energy consumption while maintaining highmodel accuracy, even
with non-IID data distributions. However, as this is a prelimi-
nary proposal, several challenges need to be addressed. Real-world
evaluation is required to validate the architecture’s effectiveness
across diverse and complex datasets representative of 6G scenarios.
Additionally, issues related to security and the heterogeneity of
edge devices must be overcome to ensure robust and scalable
deployment.

Future workwill focus on conducting extensive trials in prac-
tical settings, refining AI algorithms for better adaptability, and
testing with more complex and larger-scale datasets. Addressing
these challenges is crucial for advancing towards energy-efficient,
high-performance networks in the 6G era. By overcoming these
obstacles, the proposedmulti-tier FL architecture can significantly
contribute to sustainable and intelligent 6G networks, enhancing
distributed learning capabilities and optimizing network opera-
tions in compliance with industry standards.
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